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Abstract
The distribution of ratio of two random variables are of interest in many areas of the sciences. The
study of the ratio of same family and finding their exact density expression was examined by many
authors for decades. Some are solved and others gave approximations, but many still unsolved.
In this paper, we consider the ratio of two independent Hypoexponential distributions. We find the
exact expressions for the probability density function, the cumulative distribution function, moment
generating function, the reliability function and hazard function, which was proved to be a linear
combination of the Generalized-F distribution.

Keywords: Ratio Distribution, Hypoexponential Distribution; Erlang Distribution; Generalized-F Distri-
bution; Log-logistic Distribution; Probability Density Function; Cumulative Distribution Function; Relia-
bility Function; Hazard Function.

1 Introduction

The distributions of ratio of random variables are widely used in many applied problems of engineering,
physics, number theory, order statistics, economics, biology, genetics, medicine, hydrology, psychology,
classification, and ranking and selection, see [1, 2, 3, 4]. Examples include safety factor in engineering,
mass to energy ratios in nuclear physics, target to control precipitation in meteorology, inventory ratios
in economics and Mendelian inheritance ratios in genetics, see [1, 2]. Also ratio distribution involving
two Gaussian random variables are used in computing error and outage probabilities, see [5]. It
has many applications especially in engineering concepts such as structures, deterioration of rocket
motors, static fatigue of ceramic components, fatigue failure of aircraft structures and the aging of
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concrete pressure vessels, see [6] and [7]. An important example of ratios of random variables is
the stress strength model in the context of reliability. It describes the life of a component which has
a random strength Y and is subjected to random stress X. The component fails at the instant that
the stress applied to it exceeds the strength and the component will function satisfactorily whenever
Y > X. Thus, Pr(X < Y ) is a measure of component reliability see [6] and [7].

The ratio distribution X/Y have been studied by several authors especially when X and Y are
independent random variables and come from the same family. For a historical review, see the
papers by Marsaglia [8] and Korhonen and Narula [9] for the normal family, Press [10] for Student’s
t family, Basu and Lochner [11] for the Weibull family, Hawkins and Han [12] for the non-central chi-
squared family, Provost [13] for the gamma family, Pham-Gia [14] for the beta family, Nadarajah and
Gupta [15] for the Logistic family, Nadarajah and Kotz [16] for the Frèchet family, Ali, Pal, and Woo
[1] for the inverted gamma family, Nadarajah [17] for Laplace family, and Pham-Gia and Turkkan [7]
for the Generalized-F family. However, there is no work done when X and Y are two independent
Hypoexponential random variables for their general case. The particular case of the Hypoexponential
distribution, the Erlang distribution, was solved knowing that the Erlang distribution is a particular
case of the gamma distribution and that latter was examined by Provost [13] and Carlos in [18]. They
showed that the ratio of two gamma distributions is the Generalized-F distribution. Finally, if X and Y
are two independent Exponential distributions, the simple case of the Hypoexponential distribution,
then X/Y is a particular case of log-logistic distribution.

In our paper, we consider the ratio of two independent Hypoexponential random variables. We
examine the general case of this problem when the stages of the Hypoexponential distribution do not
have to be distinct. We use the expression of the probability density function (PDF) for the general
case of the Hypoexponential distribution given by Smaili et al. in [19]. The expression of the PDF was
written as a linear combination of the PDF of the Erlang distribution. We start by finding a more direct
expression of the coefficients of this linear combination. In this manner, we solve the general problem
of X/Y and derive exact expressions of the PDF, cumulative distribution function (CDF), reliability
function, hazard function and the moment generating function. We showed that the PDF of X/Y is
a linear combination of the Generalized-F distribution. Next, we give -in particular - the expression of
PDF and CDF of the ratio when X and Y are independent Hypoexponential distribution of different
stages. Eventually, we verify the two particular cases, the Erlang and the Exponential distributions.

2 Some Preliminaries

2.1 The Hypoexponential distribution

The Hypoexponential distribution is the distribution of the sum of m ≥ 2 independent Exponential
random variables. The general case of the Hypoexponential distribution is when the m exponential
stages do not have to be distinct. This general case can be written as Sm =

∑n
i=1

∑ki
j=1 Xij ,

where Xij is an Exponential random variable with parameter αi, i = 1, 2, ..., n, and written as Sm ∼
Hypoexp

(−→α ,−→k ) of parameters −→α = (α1, α2, ..., αn) and
−→
k = (k1, k2, ..., kn) with m =

∑n
i=1 ki,

see [19]. Smaili et al. in [19] gave a modified expression for the PDF of the Hypoexponential random
variable as

fSm(t) =

n∑
i=1

ki∑
j=1

AijfEij (t) (2.1)

where fEij (t) = (αit)
j−1αie

−αit

(j−1)!
if t > 0 and fEij (t) = 0 if t ≤ 0, is the PDF of the Erlang

distribution Eij with j the shape parameter and αi the rate parameters, written as Eij ∼ Erl(j, αi)
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for 1 ≤ i ≤ n, 1 ≤ j ≤ ki. They showed that

n∑
i=1

ki∑
j=1

Aij = 1 (2.2)

and gave an expression of Aij in a recursive way, stated in the following Lemma.

Lemma 1. Let 1 ≤ i ≤ n, 1 ≤ j ≤ ki. Then Aij =
∏n
i=1 α

ki
i

α
j
i (ki−j)!

lim
s→−αi

g
(ki−j)
i (s), where gi(s) =

n∏
j=1,j 6=i

1

(s+αj)
kj

and g(q)
i (s), the qth derivative of gi(s), is obtained iteratively as

g
(q)
i (s) =

q−1∑
l=0

[
(
q−1
l

)
(−1)l+1

(
n∑

j=1,j 6=i

(l)!kj
(s+αj)l+1

)
g

(q−l−1)
i (s)] for q ≥ 1 and g(0)

i (s) = gi(s).

This coefficient of the linear combination is used throughout our paper. So we worked on
modifying the expression in a more simple form for computation, given in the following proposition.

Proposition 1. Let 1 ≤ i ≤ n, 1 ≤ j ≤ ki. Then Ai,ki =
n∏

j=1,j 6=i

(
1− αi

αj

)−kj
and for j = ki − 1,

down to 1. Aij = 1
ki−j

ki−j∑
l=1

[

(
n∑

p=1,p 6=i
kp(1− αp

αi
)−l

)
Ai,j+l]

Proof. Taking the formulas in Lemma 1, j = ki, we get Ai,ki =
∏n
i=1 α

ki
i

α
ki
i

× gi(−αi) =
∏n
i=1 α

ki
i

α
ki
i

×
n∏

j=1,j 6=i

1

(−αi+αj)
kj

=
n∏

j=1,j 6=i

1(
1− αi

αj

)kj . Now, for 1 ≤ j ≤ ki − 1 the expression of Aij in Lemma 1

can be written as Aij =∏n
i=1 α

ki
i

α
j
i (ki−j)!

ki−j−1∑
l=0

[
(
ki−j−1

l

)
(−1)l+1

(
n∑

j=1,j 6=i

(l)!kj
(−αi+αj)l+1

)
g

(ki−j−l−1)
i (−αi)]

=
∏n
i=1 α

ki
i

α
j
i (ki−j)!

ki−j−1∑
l=0

[
(
ki−j−1

l

)
(−1)l+1

(
n∑

j=1,j 6=i

(l)!kj
(−αi+αj)l+1

)
(ki−j−l−1)!α

j+l+1
i Ai,j+l+1∏n

i=1 α
ki
i

]. Therefore,

Aij = 1
ki−j

ki−j−1∑
l=0

[

(
n∑

p=1,p6=i

kp

(1−αp
αi

)l+1

)
Ai,j+l+1]. By replacing the argument l + 1 by l, we obtain

our formula.

A particular case of this distribution is when the m stages are different. This case is written as
X ∼ Hypoexp(−→α ), where −→α = (α1, α2, ..., αn) ,

−→
k = (1, 1, ..., 1), see [20]. From Eq (2.1) we have

the PDF is fSm(t) =
n∑
i=1

ki∑
j=1

AijfEij (t) =
n∑
i=1

Ai1fEi1(t). However, Ei1 is the Exponential random

variable with parameter αi and Ai1 =
∏n
j=1,j 6=i(

αj
αj−αi

)
∆
= Ai, for 1 ≤ i ≤ n, see [19]. Then the PDF

is

fSm(t) =

n∑
i=1

Aiαie
−αit for t > 0 (2.3)

Another particular case is when the m stages are identical and the distribution is the Erlang
distribution. Taking in Eq (2.1) −→α = (α) ,

−→
k = (k) and n = 1, we write X ∼ Hypoexp (α, k) =

Erl(k, α), see [19]. Moreover, in [19], they showed that A1j = 0 for 1 ≤ j ≤ k − 1 and A1,k = 1.
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2.2 Generalized-F distribution
Let X be a random variable that has the Generalized-F distribution or called the generalized beta-
prime distribution with three positive parameters v1, v2 and γ. The PDF of X is f(t, v1, v2, γ) =

γv2 tv1−1

B(v1,v2)(t+γ)v1+v2
, t ≥ 0, where

B(v1, v2) =

∫ 1

0

tv1−1 (1− t)v2−1 dt (2.4)

is the usual Beta function, see [7]. Taking γ = β
α

, where α > 0 and β > 0, we can write the PDF as

f(t, v1, v2,
β

α
) =

(
β
α

)v2
tv1−1

B(v1, v2)
(
t+ β

α

)v1+v2
(2.5)

The Generalized-F distribution is related to the F-distribution with two parameters, where γX is a F
distribution with 2α and 2β degrees of freedom, see [7] and [21]. Thus, the distribution of Genralized-
F distribution can be obtained from this relation, see [21], [22] and [23]. As a result we have the
cumulative distribution function of X is

F (x) = I x
x+γ

(v1, v2) , (2.6)

where Ix(a, b) = B(x,a,b)
B(a,b)

is the regularized incomplete beta function andB (x, a, b) =
∫ x

0
ta−1 (1− t)b−1 dt

is the incomplete beta function. The moment generating function of X is

Φ(t) =
Γ (v1 + v2)

Γ (v2)
U (v1, 1− v2,−γt) , (2.7)

where U (a, b, z) = 1
Γ(a)

∫∞
0
e−ztta−1 (1 + t)b−a−1 dt is the confluent hypergeometric function of the

second kind.
The particular case of the Generalized-F distribution is when v1 = v2 = 1, which is the log-

logistic distribution with parameter 1/γ and 1, we write X ∼ GF (1, 1, γ) = loglogistic( 1
γ
, 1) when

v1 = v2 = 1. In this case we have the PDF of X is

f(t) =
γ

(t+ γ)2 (2.8)

if t > 0 and f(t) = 0 if t ≤ 0, and CDF is

F (x) =
x

x+ γ
(2.9)

if x > 0 and F (x) = 0 if x ≤ 0.

3 Ratio of Two Independent Hypoexponential Distributions
In this section, we give the exact expression of the PDF of the ratio of two independent Hypoexponential
distributions. The expression is given in the case of the general case of any two independent
Hypoexponential distributions. The obtained form of the PDF is a linear combination of the known
Generalized-F distribution. As a consequence, the CDF, the reliability function, the hazard function,
and the moment generating function of the ratio distribution are given. Considering the particular case
of this distribution, the Hypoexponential distribution with different stages, we give a more particular
form of the PDF and CDF for the ratio distribution. Next, we apply the two particular cases (1) ratio of
two independent Erlang random variables, (2) ratio of two independent Exponential random variables,
to our general form of PDF to verify the results obtained in [13] and [18].
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3.1 General Case
We suppose that X and Y follow the general case of the Hypoexponential distribution that are
independent. We take X ∼ Hypoexp(−→α ,

−→
k ), −→α = (α1, α2, ..., αn),

−→
k = (k1, k2, ..., kn) and Y ∼

Hypoexp(
−→
β ,
−→
l ),
−→
β = (β1, β2, ..., βr),

−→
l = (l1, l2, ..., lr). From Eq (2.1) the PDFs of X and Y are

fX(t) =

n∑
i=1

ki∑
j=1

AijfEαi,j (t) and fY (t) =

r∑
p=1

lp∑
q=1

BpqfEβp,q (t) (3.1)

respectively, where Eω,δ ∼ Erl(δ, ω) and Aij and Bpq are given in Proposition 1 for 1 ≤ i ≤ n,
1 ≤ j ≤ ki, 1 ≤ p ≤ r, and 1 ≤ q ≤ lp.

Theorem 1. Let X and Y are two independent random variables distribution according to (3.1). Then
the PDF of Z = X/Y is given by

fZ(t) =

n∑
i=1

ki∑
j=1

r∑
p=1

lp∑
q=1

AijBpqfWj,q,i,p(t), (3.2)

where fWj,q,i,p(t) is the PDF of the Generalized-F distribution Wj,q,i,p ∼ GF (j, q,
βp
αi

).

Proof. The PDF of Z = X/Y is fZ(t) =
∫∞

0
yfX(yt)fY (y)dy for t ≥ 0 and since the PDF of X and

Y , are given in Eq (3.1), we obtain that

fZ(t) =

n∑
i=1

ki∑
j=1

r∑
p=1

lp∑
q=1

AijBpq

∫ ∞
0

y
(
fEαi,j (yt)fEβp,q (y)

)
dy

Next, we compute the product in the above integral by multiplying the PDF of the Erlang distribution

corresponding to their parameters, we get fEαi,j (yt)fEβp,q (y) =

(
βp
αi

)q
tj−1

(j−1)!(q−1)!
yq+j−2e

−y(t+
βp
αi

) for t ≥
0 and fZ(t) = 0 for t < 0. Then for t ≥ 0,

fZ(t) =

n∑
i=1

ki∑
j=1

r∑
p=1

lp∑
q=1

BpqAij

(
βp
αi

)q
tj−1

(j − 1)! (q − 1)!

∫ ∞
0

yq+j−1e
−y(t+

βp
αi

)
dt

To evaluate the above integral, we may use the integral
∫∞

0
xae−xbdx = a!

ba+1 for b > 0 and any

positive integer a. Thus
∫∞

0
yq+j−1e

−y(t+
βp
αi

)
dy = (j+q−1)!

(t+
βp
αi

)j+q
. We obtain that

fZ(t) =

n∑
i=1

ki∑
j=1

r∑
p=1

lp∑
q=1

AijBpq

(
βp
αi

)q
(j + q − 1)!tj−1

(j − 1)! (q − 1)!(t+
βp
αi

)j+q

However, (j−1)!(q−1)!
(j+q−1)!

is the particular case of the beta functionB(j, q) in equation (2.4), having j and q
as integers. We can see that the expression in the above summation is the PDF of the Generalized-F
distribution given in Eq (2.5) asGF (j, q,

βp
αi

). WritingWj,q,i,p ∼ GF (j, q,
βp
αi

), we obtain the result.

The PDF of the ratio of two independent Hypoexponential distributions, given in Theorem 1,
is a linear combination of the Generalized-F distribution. From this linear form, we can find other
related functions such as the CDF and moment generating function. Then the CDF of X/Y is a linear
combination of the CDF of the Generalized-F distribution. In a similar manner, the moment generating
function of X/Y is also a linear combination of the moment generating function of the Generalized-F
distribution. The CDF and moment generating function of the Generalized-F distribution are given in
(2.6) and (2.7) respectively. Thus, we obtain the CDF and moment generating function, stated in the
following two corollaries.
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Corollary 1. Let X and Y be two independent random variables distributed according to (3.1). Then
the CDF of Z = X/Y is given by

FZ(x) =

n∑
i=1

ki∑
j=1

r∑
p=1

lp∑
q=1

AijBpqI x

x+
βp
αi

(j, q)

where Ix(a, b) is the regularized incomplete beta function.

Corollary 2. Let X and Y be two independent random variables distributed according to (3.1). Then
the moment generating function of Z = X/Y is given by

ΦZ(t) =

n∑
i=1

ki∑
j=1

r∑
p=1

lp∑
q=1

AijBpqΦWj,q,i,p(t)

where ΦWj,q,i,p(t) = Γ(j+q)
Γ(q)

U
(
j, 1− q,−βpt

αi

)
and U (a, b, z) is the confluent hypergeometric function

of the second kind.

In the next corollary, we give the expressions of the reliability function (survival function) and
hazard function (failure rate) ofX/Y . The expressions are directly obtained from the defintion of these
functions, where the reliability function is RZ(x) = 1− FZ(x) and hazard function is hZ(t) = fZ(t)

RZ(t)
.

Corollary 3. Let X and Y be two independent random variables distributed according to (3.1). Then
the reliability function of Z = X/Y is

RZ(x) =

n∑
i=1

ki∑
j=1

r∑
p=1

lp∑
q=1

AijBpqI γip
x+γip

(q, j)

and the hazard function of Z = X/Y is given by

hZ(t) =

n∑
i=1

ki∑
j=1

r∑
p=1

lp∑
q=1

AijBpqfWj,q,i,p(t),

n∑
i=1

ki∑
j=1

r∑
p=1

lp∑
q=1

AijBpqI γip
x+γip

(q, j)

where Ix(a, b) is the regularized incomplete beta function and γip =
βp
αi
, 1 ≤ i ≤ n and 1 ≤ p ≤ r and

fWj,q,i,p(t) is the PDF of the Generalized-F distribution Wj,q,i,p ∼ GF (j, q,
βp
αi

).

Proof. We have the RZ(x) = 1− FZ(x), and FZ(x) is given in Corollary 1 as

FZ(x) =
n∑
i=1

ki∑
j=1

r∑
p=1

lp∑
q=1

AijBpqI x
x+γip

(j, q) .However, from [24], we have I x
x+γip

(j, q) = 1−I1− x
x+γip

(q, j) =

1− I γip
x+γip

(q, j). Then we have FZ(x) =
n∑
i=1

ki∑
j=1

r∑
p=1

lp∑
q=1

AijBpq−
n∑
i=1

ki∑
j=1

r∑
p=1

lp∑
q=1

AijBpqI γip
x+γip

(q, j),

and from Eq (2.2), the first summation is 1. This gives the above expression of RZ(x).

3.2 Particular cases
Next, we consider the particular case of the Hypoexponential distribution when the stages are different.
Let X and Y be two independent Hypoexponential random variables each distribution of different
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stages. Thus, X ∼ Hypoexp(−→α ), −→α = (α1, α2, ..., αn) and Y ∼ Hypoexp(
−→
β ),
−→
β = (β1, β2, ..., βr),

and then from Eq (2.3) the PDF of X and Y are

fX(t) =

n∑
i=1

Aiαie
−αit andfY (t) =

r∑
p=1

Bpβpe
−βpt (3.3)

respectively with Ai =
∏n
j=1,j 6=i(

αj
αj−αi

) and Bp =
∏n
j=1,j 6=p(

βj
βj−βp

).

Theorem 2. Let X and Y be two independent random variables with densities given in (3.3). Then
the PDF of Z = X/Y is given by

fZ(t) =

n∑
i=1

r∑
p=1

AiBp
βp
αi(

t+
βp
αi

)2

and the CDF is

FZ(x) = 1−
n∑
i=1

r∑
p=1

AiBp
(
βp
αi

)
x+

βp
αi

.

Note that the PDF of X/Y is a linear combination of the PDF of the particular case of log-logistic

distribution, loglogistic(αi
βp
, 1) with PDF fL(t) =

βp
αi(

t+
βp
αi

)2 given in Eq(2.8).

Proof. From Theorem 1, we take the particular cases of the two Hypoexponential distributions when
their stages are different. Then

−→
k = (1, 1, ..., 1) and

−→
l = (1, 1, ..., 1), this gives in the summation

in Eq (3.2) the only values are j = q = 1. Then the Generalized-F distribution Wj,q,i,p is written as
W1,1,i,p ∼ GF (1, 1,

βp
αi

). However, from Eq (2.5)

fW1,1,i,p(t) = f(t, 1, 1,
βp
αi

) =

βp
αi

B(1, 1)
(
βp
αi

+ t
)2 =

βp
αi(

t+
βp
αi

)2

Moreover, knowing that in this particular case Bpq = Bp and Aij = Ai, we obtain the given form

of PDF of Z as fZ(t) =
n∑
i=1

r∑
p=1

AiBp

(
βp
αi

)
(
t+

βp
αi

)2 =
n∑
i=1

r∑
p=1

AiBpfL(t). On the other hand, we conclude

the CDF from this linear form by integrating from 0 to x, we obtain that the CDF of Z is FZ(x) =
n∑
i=1

r∑
p=1

AiBpFL(x), where FL(x) is the CDF of fL(t). We have from Eq (2.9), FL(x) = x

x+
βp
αi

. Then

FZ(x) =
n∑
i=1

r∑
p=1

AiBpix
βp
αi

+x
=

n∑
i=1

r∑
p=1

(
AiBp −

AiBp

(
βp
αi

)
x+

βp
αi

)
. However, from Eq (2.2) and by taking the

particular casesAi andBp, we get that
n∑
i=1

Ai =
r∑
p=1

Bp = 1. Thus
n∑
i=1

r∑
p=1

AiBp =
n∑
i=1

Ai×
r∑
p=1

Bp = 1.

Thus, we obtained that FZ(x) = 1−
n∑
i=1

r∑
p=1

AiBp

(
βp
αi

)
x+

βp
αi

.

We also can conclude for this case of X/Y, the reliability function is RZ(t) =
n∑
i=1

r∑
p=1

AiBp

(
βp
αi

)
t+

βp
αi

and the hazard function is hZ(t) =

n∑
i=1

r∑
p=1

AiBp
βp
αi(

t+
βp
αi

)2
n∑
i=1

r∑
p=1

AiBp

(
βp
αi

)
t+
βp
αi

.
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The second particular case is when the Hypoexponential distribution has identical stages-the
Erlang distribution. This case is when −→α = α,

−→
k = k and n = 1 and we write X ∼ Hypoexp (α, k) =

Erl(k, α), see [19]. Moreover, in [19], they showed that A1j = 0 for 1 ≤ j ≤ k − 1 and A1k = 1.

Corollary 4. Let X and Y be two independent random variables with X ∼ Erl(k, α) and Y ∼
Erl(l, β). Then X/Y ∼ GF (k, l, β

α
).

Proof. Theorem 1 gives the PDF of the general case of the Hypoexponential. Taking the particular
case, the Erlang distribution, we get A1j = B1q = 0 for 1 ≤ j ≤ k − 1, 1 ≤ q ≤ l − 1 and
A1k = 1, B1l = 1, −→α = α,

−→
β = β. Then the only terms of the summation in Eq (3.2) are when

j = k and q = l having the coefficients A1kB1q = 1. Thus, the PDF of Z from Eq (3.2) can be
written fZ(t) = fWk,l,i,p(t). We get Wk,l,i,p ∼ GF (k, l, β

α
) and from Eq (2.5) the PDF is fZ(t) =

( βα )
l
tk−1

B(k,l)(t+ β
α )

l+k .

The most particular case of the Hypoexponential distribution is the Exponential distribution, X ∼
Exp(α). This particular case is X ∼ Hypoexp(α, 1) = Hypoexp(α) = Erl(1, α). Thus, we obtain
that when X ∼ Exp(α) and Y ∼ Exp(β) are independent, then X/Y is log-logistic distribution with

both parameters α
β

and 1, having the PDF fX/Y (t) =
β
α

(t+ β
α )

2 .

3.3 Application
Next, we give an example to illustrate our work. Let X and Y be two independent Hypoexponential
random variable with X ∼ Hypoexp(−→α ,

−→
k ), −→α = (2, 3, 5),

−→
k = (2, 3, 1) and Y ∼ Hypoexp(

−→
β ,
−→
l ),

−→
β = (2, 3, 4, 6),

−→
l = (1, 3, 4, 2). First, we find the coefficients of the linear combinations for the two

random variables X and Y , by using Proposition 1. For X, the parameters are −→α and
−→
k . Thus

the coefficients for X from Proposition 1 are A = {{A11 = −300, A12 = 45}, {A21 = 405/2, A22 =

45, A23 = 10}, {A31 = −3/2}}. Also from Proposition 1 the coefficients of Y with parameters
−→
β and

−→
l are B = {{B11 = 972}, {B21 = −172032, B22 = 22528, B23 = −2048}, {B31 = 128304, B32 =

19440, B33 = 2430, B34 = 243}, {B41 = 156, B42 = 8}}. Now the PDF of X/Y is given in Theorem 1

as fX/Y (t) =
3∑
i=1

ki∑
j=1

4∑
p=1

lp∑
q=1

AijBpqfWj,q,i,p(t), where Wj,q,i,p ∼ GF (j, q,
βp
αi

) represented in Fig.1.
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Figure 1: PDF of X/Y

4 Conclusion
The exact expressions of the PDF, CDF, moment generating function, reliability function and hazard
function of the ratio of two independent general case of the Hypoexponential distribution are given.
The expressions are given as a linear combination of the Generalized-F distribution. The expressions
are applied for the particular case of the Hypoexponential distribution when the stages are different.
Also the results are used to verify the other two particular cases (1) the Erlang distribution (2) the
Exponential distribution.
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