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ABSTRACT 
 

This paper presents genetic algorithm based on K-means clustering technique for solving multi-
objective resource allocation problem (MORAP). By using k-means clustering technique, population 
can be divided into a specific number of subpopulations with dynamic size. In this way, different GA 
operators (crossover and mutation) can be applied to each subpopulation instead of one GA 
operators applied to the whole population. The purpose of implementing K-means clustering 
technique is preserving and introducing diversity. Also it enable the algorithm to avoid local minima 
by preventing the population of chromosomes from becoming too similar to each other. Two test 
problems taken from the literature are used to compare the performance of the proposed approach 
with the competing algorithms. The results have been demonstrated the superiority of the proposed 
algorithm and its capability to solve MORAP. 
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1. INTRODUCTION 
 
Resource allocation is part of resource 
management. It is used to assign the available 
resources in an economic way. In project 
management, resource allocation is the 
scheduling of activities and the resources 
required by those activities while taking into 
consideration both the resource availability and 
the project time [1]. 
 
MORAP is the process of allocating resources 
among the various projects or business units to 
meet the expected objectives. Resources may be 
manpower, dominions, raw materials, capital or 
anything else in limited supply which can be used 
to accomplish the goals. The goals may be 
objectives or targets (i.e., maximizing profits, 
minimizing costs, or achieving the best possible 
quality) [2]. MORAP has a variety of applications 
such as: 
 

1- Allocating Marketing Resources [3]: A key 
responsibility of marketing managers is to 
decide the allocation of scarce marketing 
resources, e.g., advertising dollars, selling 
hours, retail shelf-space or merchandise 
inventories. 

2- Stochastic network systems [4]: for getting 
the optimal performance of the network by 
maintaining both resource and duration of 
activities in proper realization. 

3- Scheduling of Worker Allocation in the 
Manual Labor environment [5]: for 
assigning the workers into the jobs to 
reduce human cost, to shorten production 
duration and control production overwork. 

4- Portfolio optimization [6]: for creating 
efficient portfolios on allocating funds to 
stocks or bonds to maximize return for a 
given level of risk, or to minimize risk for a 
target rate of return. 

5- Health care resource allocation [7]: 
Discounting costs and health benefits in 
cost-effectiveness analysis for the health 
care resource allocation. And many other 
application that can be formulated as 
resource allocation problem [8]. 

 
Traditionally, MORAP have been solved using 
methods in operations research (OR), Integer 
Programming (ID) [9], branch-and-bound (B & B) 
[10], and Dynamic Programming (DP) [11]. None 
of these methods are computationally tractable 

for any real-life problem size, thus rendering 
them impractical [12].  
 
In recent years, there has been a growing 
interest in studying evolutionary algorithms (EAs) 
for many real world optimization problems, which 
are conceptually different from the traditional 
mathematical programming techniques. These 
methods are based on certain biological, 
molecular, and neurological phenomena. The 
reasons for their popularity are many [13]: 
 

(i). EAs do not require any derivative 
information  

(ii). EAs are relatively simple to implement  
(iii). EAs are flexible and have a wide-spread 

applicability 
 
One of the main advantages of these EAS 
isfinding high quality or near-optimal solutions 
with reasonable computational times. Recently, 
several evolutionary algorithms have been 
developed for MORAP including genetic 
algorithm (GA) [14], genetic algorithm with fuzzy 
inference [15], A hybrid simulated annealing 
approach [16], ant colony optimization (ACO) [2], 
variable neighborhood search [17], a memetic 
algorithm based on node-weighted graphs [18], 
hybrid particle swarm optimization [19], tabu 
search [20], differential  evolutionary algorithm 
[21], multi-objective differential evolution based 
on weighted normalized sum (WNS-MODE) 
approach [22], co-evolutionary hyper-heuristic 
method [23], combining exhaustive search with 
evolutionary computation method [24], Pareto 
multistage decision-based genetic algorithm (P-
mdGA) [25], an improved quantum evolutionary 
algorithm (QEA) [26]. 
 
Clustering is a process of division of data into 
groups of similar objects. Each group, called 
cluster, consists of objects that are similar 
between themselves and dissimilar to objects of 
other groups [27]. There are many clustering 
algorithms [28]. The k-means is possibly the 
most commonly-used clustering algorithm 
because of its simplicity and accuracy. The k-
means finds a locally optimal solution by 
minimizing a distance measure between each 
data and its nearest cluster center [29]. Several 
algorithms have been proposed in the literature 
for clustering: The Iterative Self-Organizing Data 
Analysis Technique (ISODATA) [30], Clustering 
Large Applications based up on Randomized 
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Search (CLARANS) [31], Parallel-cluster (p-
cluster) [32], Density-Based Spatial Clustering of 
Applications with Noise (DBSCAN) [33] and 
Balanced Iterative Reducing and Clustering 
using Hierarchies (BIRCH) [34]. The most 
commonly and widely used clustering is K-Means 
because of its simplicity and accuracy [29]. 
 

In particular, genetic algorithms (GA) produce 
good results compared to other techniques in 
solving resource allocation problem [35]. The 
major disadvantage of GA, though, is that they 
easily become trapped in the local minima. In this 
paper, k-means clustering technique is used 
along with a GA in order to avoid the local 
minima problem and to benefit from the 
advantages of dynamic clustering algorithms. By 
using K-means clustering algorithm, population 
can be divided into a specific number of 
subpopulations. Within each cluster, 
subpopulation has common features. After 
grouping all individuals into pre-defined number 
of clusters, instead of taking care of all 
individuals, population can regard the huge 
amount of individuals as just the number of 
groups that has been divided. In this way, 
different GA operators can apply to 
subpopulations instead of one GA operator 
applied to all population.   
 

This paper is organized as follows. In section 2, 
we describe the mathematical formulation of the 
MORAP. In sections 3, genetic algorithm is 
briefly introduced. In section 4, clustering 
technique is briefly introduced. Our approach is 
proposed and explained in detail in section 5. 
Numerical simulation is presented in section 6. 
Finally, we conclude the paper in section 7.  
 

2. MATHEMATICAL FORMULATION 
 

The general form of the MORAP is as follows 
[14]: 
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where kx  define (decision variables), S  donates 

the (resources),  k kg x  represents the activities 

stages and  1 2, ,...,q nZ x x x  is the q objective 

function. The process of MORAP seek to find an 
optimal allocation (decision variables) of limited 
amount of resource to a number of tasks 
(activities stages) for optimizing their objective 
subjected to the given resource constraint [14]. 
 

3. GAPROCEDURE 
 
GAs operates on a population of candidate 
solutions encoded to finite bit string called 
chromosome. In order to acquire optimality, each 
chromosome exchanges information by using 
operators borrowed from natural genetic to 
produce the improved solution [36,37].  
 
We can describe the steps of basic genetic 
operators as follow [38]: 
 

Step 0  (Initialization stage): Randomly 
generate an initial population. 

Step 1 (Evaluation of non-dominated 
solutions): Calculate the values of q 
objective function for each individual. 

Step 2 (Selection operators): Selection 
operators are used to select the 
individuals to which the crossover 
operators will be applied. 

Step 3 (Crossover operators):  In this step, 
crossover operators are applied to 
each pair selected to generate 
offspring 

Step 4 (Mutation operators): Apply mutation 
operation to each offspring generated 
by the crossover operation.  

Step 5 (Stopping criterion): check the stopping 
criterion, if it is not reached, then go to  
Step 1, otherwise, go to the next step. 

Step 6 (DM selection): DM selects the most 
preferred among the alternatives. 

 
The basic step of GA is illustrated in flowchart as 
shown in Fig. 1. 
 

4. CLUSTERING ALGORITHM 
 
Clustering is process of Finding groups of objects 
such that the objects in a group will be similar (or 
related) to each other and different from (or 
unrelated to) the objects in other groups [27]. K-
means [29] is one of the simplest unsupervised 
learning algorithms that solve the well-known 
clustering problem. The procedure follows a 
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simple and easy way to classify a given data set 
through a certain number of clusters (assume k 
clusters) fixed a priori. The main idea is to define 
k centroids, one for each cluster. These centroids 
should be placed in a cunning way because of 
different location causes different result. So, the 
better choice is to place them as much as 
possible far away from each other. The next step 
is to take each point belonging to a given data 
set and associate it to the nearest centroid. 
When no point is pending, the first step is 
completed and an early group is done. At this 
point we need to re-calculate k new centroids as 
centers of the clusters resulting from the previous 
step. After we have these k new centroids, a new 
binding has to be done between the same data 
set points and the nearest new centroid. The 
loop has been generated, as a result of this loop 
we may notice that the k centroids change their 
location step by step until no more changes are 
done. In other words centroids do not move any 
more. A centroid is defined as the point whose 
coordinates are obtained by computing the 
average of each of the coordinates (i.e., feature 
values) of the points of the cluster. Formally, the 
k-means clustering algorithm follows the 
following steps (taken from [40]): 

Step 1: Define a number of desired  clusters, k. 
Step 2: Choose initial cluster centroid randomly 

These represent the “temporary” 
means of the clusters. 

Step 3: Compute the squared Euclidean 
distance (sum of square error) from 
each object to   each cluster and each 
object is assigned to the closest cluster 
as follows: 

 

 
 

  2

1

; of Squre Error ( ) ,
i

k

i
i x C

Sum SSE dist m x   (2) 

 
Where x is a data point in cluster iC  and im  is 

the centroid of cluster C. 
 

Step 4: For each cluster, the new centroid is 
computed, and each centroid value is 
now replaced by the respective cluster 
centroid. 

Step 5: Repeat steps 3 and 4 until no point 
changes its cluster. 

 
Fig. 2 shows an illustration of K-means algorithm 
on a 2-dimensional dataset with three clusters. 

 

 
 

Fig. 1. Main flowchart of GA (Taken from [39]) 
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Fig. 2. Illustration of K-means algorithm. (a) Two-dimensional input data with three clusters; (b) 

three centroid points selected as cluster centers and initial assignment of the data points to 
clusters; (c) & (d) intermediate iterations updating cluster labels and their centers; (e) final 

clustering obtained by K-means algorithm at convergence. (Taken from [41]) 
 

5. GENETIC ALGORITHM BASED ON K-
MEANS-CLUSTERING TECHNIQUE   

 
In this paper, we propose GA based on k-means 
clustering technique to solve MORAP. Where, 
population can be divided into a specific number 
of groups (subpopulations) by clustering 
technique. Within each cluster, subpopulation 
has common features. After grouping all 
individuals into pre-defined number of clusters, 
instead of taking care of all individuals, 
population can regard the huge amount of 
individuals as just the number of groups that has 
been divided. In this way, different GA operators 
can applied to sub population instead of one GAs 
operator applied to all population. The main 
steps of the proposed algorithm are described as 
follows: 
 

5.1 Initialization Stage        

 
In this paper, we reformulate MORAP as network 
model, where limited supply represented by 
stages as shown in Fig. 3. We consider the 
human resource allocation problem with multi-
objectives for minimize the total cost and 

maximize the total efficiencies of the human 
allocation decision. It is required to find a path 
between two nodes source node (S) and terminal 
node (T) having minimum total cost and 
maximum efficiency [14]. A path from node S to 
node T is a sequence of arcs 

     1 1 2 1, ,  , ,     ,m m m n mS x x x x T . A path can 

be equivalently represented as sequence of 

nodes  1 2 1, , , , ,m m n mS x x x T ; where 

 0,1,2, ,m m  and n is number of stage 

(district), thus the structure of each individual 
(chromosome) can express a path, i.e., each 
chromosome is represented as sequence of 
nodes. 
 
In this step, the algorithm generates an initial 
population containing Npop strings. We use a 
random selection element from available number 
in each stage. For example, in the MORAP of 
allocating 10 worker to a certain set of 4 jobs (4 
stages), the multi-objective resource allocation 
considers determining a vector of allocation path 
in the 11 states and the 4 stages under the 
minimum costs and the maximum efficiency as 
shown in Fig. 4. Fig. 5 shows the structure of the 
chromosome for four stage allocation path. 
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Fig. 3. Representation MORAP as network model 
 
 

 
 

Fig. 4. The figure of optimal path allocation 
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Stage :  

1 2 3 4 

Path Selection 3 2 5 0 
 

Fig. 5. The structure of the chromosome for four-stage allocation path 
 

5.2 Rejection of Illegal Individuals 
 
The chromosome structure may produce some 
illegal individuals, which do not satisfy the 
feasible region of the problem, for example, if 
there are N workers needed to allocate to M jobs, 
the number of worker must not exceed N workers 
[14]. So before the genetic operation for every 
time, we should eliminate these illegal individuals 
which do not satisfy the conditions mentioned 
above. In this step, the illegal individuals are 
simply eliminated and replaced by randomly 
drown new legal individuals. 
 

5.3 Evaluation of Non-dominated Solu-
tions 

 
In multi-objective optimization problem, there 
does not exist a single solution that 
simultaneously optimizes each objective. In that 
case, the objective functions are said to be 
discordant and there exists a (possibly infinite) 
number of solutions. For such solutions, called 
non-dominated solutions, Pareto optimal 
solutions, Pareto efficient solutions or noninferior 
solutions [42]. So it is necessary to find the 
Pareto optimal solutions by classifying a 
population according to non-domination.  
 
5.3.1 Definition (Pareto optimal solution) 
 

*x is said to be a Pareto optimal solution of  
multi-objective optimization problem if there 
exists no other feasible x (i.e., x S ) such that, 

 *( ) ( )j jf x f x  for all  1,2,...,j q  and 

 *( ) ( )j jf x f x  for at least one objective function 

jf . 

 
The image of the Pareto set, i.e., the image of all 
the Pareto solutions, is called Pareto front or 
Pareto curve or surface. A population can be 
evaluated according to non-domination criteria. 
Consider any two solutions 1x  and 2x  for a 

problem having more than one objective function 
( 1)q q  objective function values, may have one 

of these  possibilities, one of these solution can 
be  dominates the other  or non-dominates the 
other. The solution 1x  is said to dominate other 

solution 2x  if the two following condition are true 

[43]. 
 
1- The solution 1x  is no worse (say the operator 

( ) denotes worse and ( ) denotes better) 
than 2x  in all objectives, or 1 2( ) ( )k kf x f x  

for all  1, . . . ,k q  objectives. 

2- The solution 1x  is strictly better than 2x  in at 

least one objective, or 1 2( ) ( )k kf x f x  for at 

least one   1,2, . . . ,k q . 

 
Consider a set of population members, each 
having ( 1)q q  objective function values. The 

following procedure is used to find the non-
dominated set of solutions [44]. 
 

Step 0:  Begin with m = 1. 
Step 1: For all  1,2, , POPn N and m n , 

compare solutions mx  and nx  for 

domination using  the previous  
conditions for all q objectives.  

Step 2: If for any n, mx  is dominated by nx , 

mark mx  as ‘dominated’, and it is 

inefficient. 
Step 3: If all solutions (that is, when  POPm N  

is reached) in the set are considered, 
Go to Step 4, else increment m by one 
and Go to Step 1. 

Step 4: All solutions that are not marked 
‘dominated’ are non-dominated 
solutions.  

 
All these non-dominated solutions are assumed 
to constitute the non-dominated front in the 
population in a specified generation. 
 

5.4 Selection Stage 
 
The main purpose of the selection stage (parent 
selection stage) is to determine which individuals 
are best suited to have children and pass their 
chromosomes to the next generation according 
to their fitness. Better the fitness, the bigger 
chance to be selected to be the parent [39] 
Selection (reproduction) operator is intended to 
improve the average quality of the population by 
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giving the high quality chromosomes a better 
chance to get copied into the next generation. 
The selection directs GA search towards 
promising regions in the search space. 
 

Murata et al. [45] proposed a dynamic-weight 
approach to obtaining fitness function. In 
weighted sum approach, multiple objective 
functions combined into a scalar fitness solution. 
The weighed sum objective is given as follows: 
 

       1 1( ) ( ) ... ( ) ... ( );i i q qf x w f x w f x w f x  (3) 

 

where x is a string (i.e., individual), ( )f x  is a 

combined fitness function, ( )if x  is the ith 

objective function and iw is a constant weight for 

( )if x , where w is a weighting-vector with  0iw  

for all  1, . . . ,i q  and 


 1
1

q

ii
w . In general, 

the value of each weight can determine 
randomly. For a multi-objective optimization 
problem with q objective functions, we can 
assign a random real number to each weight as 
follows: 
 

i = 1,2,...,q;




 1

,          
1

i
i q

jj

rand
w

rand
         (4) 

 

where irand  and jrand  are non-negative 

random real numbers.  
 

In this paper, Binary Tournament selection [46] is 
used. In the Binary Tournament selection, two 
individuals are chosen at random and the better 
of the two individuals is selected and copied in 
mating pool. 
 

5.5 K-means Clustering Technique 
 

In order to keep diversity and to avoid 
trapping in local minima, the k-means cluster 
algorithm was implemented. In this step, the 
population in mating pool is split into K separated 
subpopulations with dynamic size, as illustrated 
in Fig. 6. 
 

5.6 Genetic Algorithms (GAs) Operators 
 

GA uses two operators to generate new solutions 
from existing ones: crossover and 
mutation. In this step, different GA operators 
applied to subpopulations instead of one GA 
operator applied to the whole population. In a 
simple GA, there is only one population in each 

generation and all the genetic operations are 
applied on it, but here, population is split into 
separated subpopulations, so all the genetic 
operations, including, crossover and mutation on 
each subpopulation are performed separately to 
create new generations. 
 

5.6.1 Crossover operator  
 

The goal of crossover is to exchange information 
between two chromosomes in order to produce 
two new offspring for the next population [47]. In 
our study we used common crossover 
techniques in a GA. A brief explanation of these 
techniques is given below. 
 

5.6.1.1 One-point crossover 
 

In one point crossover operator that randomly 
selects a crossover point within a chromosome 
then interchanges the two parent chromosomes 
at this point to produce two new offspring [48]. 
 

5.6.1.2 Two-point crossover 
 

In two-point crossover operators two different 
cut-off points were randomly selected. New 
offspring were obtained by relocating zones 
between the cut-off points of parent chromosome 
[48]. 
 
5.6.1.3 Uniform crossover  
 
In this method, a random binary string is 
generated with the same-size of chromosome. 
Then relative genes under this binary string 
between parents is exchanged, where parent 
strings exchange their bit at the position where 
the corresponding position in random binary 
string is 1. Otherwise, no exchange of bit is 
performed [49]. 
 
5.6.1.4 Cross crossover 
 
In such crossover, the new offspring are selected 
from different parts of parent; often the produced 
generation is very different from their parent. A 
cut point is selected in the middle point in the two 
parent, the left side gene of the cut point of the 
first parent are copied directly to right side of the 
new first offspring. Then, the remaining portion of 
offspring array is selected from left side gene of 
the cut point of the second parent. In order to 
produce the second offspring the parents are 
swapped in this process as pervious manner 
[50]. 



Fig. 6. The population is split into K separated subpopulations
 
5.6.2 Mutation operator  
 
Mutation operator is one of the GA operators that 
used to produce new chromosomes or modify 
some features of them depending on some small 
probability value. The objective of this operator is 
to prevent falling of all solutions in population into 
a local optimum of solved problem. This operator 
is applied to each offspring in the population with 
a predetermined probability [47]. In our study we 
used common mutation techniques
brief explanation of these techniques is given 
below.  
 
5.6.2.1 Twors mutation  
 
In Twors mutation [51], the two genes randomly 
chosen to exchange of their position, as shown in 
Fig. 7. 
 
5.6.2.2 Reverse sequence mutation 
 
In the reverse sequence mutation operator, we 
take a sequence S limited by two positions 
j  randomly chosen, such that i j

order in this sequence will be reversed by the 
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Fig. 6. The population is split into K separated subpopulations with dynamic size

Mutation operator is one of the GA operators that 
used to produce new chromosomes or modify 
some features of them depending on some small 
probability value. The objective of this operator is 

prevent falling of all solutions in population into 
a local optimum of solved problem. This operator 
is applied to each offspring in the population with 
a predetermined probability [47]. In our study we 
used common mutation techniques in a GA. A 

lanation of these techniques is given 

In Twors mutation [51], the two genes randomly 
chosen to exchange of their position, as shown in 

sequence mutation (RSM) 

In the reverse sequence mutation operator, we 
take a sequence S limited by two positions i and 

i j . The gene 

order in this sequence will be reversed by the 

same way as what has been covered in the 
previous operation. Fig. 8 shows the 
implementation of this mutation operator.
 
5.6.2.3 One point mutation  

 
In one point mutation, data at a particular point is 
mutated (a particular gene was randomly 
selected and then it was replaced 
state from the available set) [48]. 
 
5.6.2.4 Centre inverse mutation (CIM)
 
The chromosome is divided into two sections. All 
genes in each section are copied and then 
inversely placed in the same section of a child 
[51]. Fig. 9 shows the implementation of this 
mutation operator. 
 

5.7 Combination Stage  
 
In combination stage, all subpopulations are 
combined together again to create a new 
population, as illustrated in Fig. 10.
 

 

Fig. 7. Twors mutation 
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with dynamic size 

been covered in the 
previous operation. Fig. 8 shows the 
implementation of this mutation operator. 

In one point mutation, data at a particular point is 
was randomly 

selected and then it was replaced with a random 

5.6.2.4 Centre inverse mutation (CIM) 

The chromosome is divided into two sections. All 
genes in each section are copied and then 
inversely placed in the same section of a child 

implementation of this 

In combination stage, all subpopulations are 
combined together again to create a new 

. 

 



Fig. 8. Reverse 
 

Fig. 9. Centre inverse mutation

 

5.8  Update the Archive of Non
dominated Solution 

 

The algorithm maintains an external archive of 
non-dominated solutions which gets 
updated in the presence of new solutions based 
on the concept of non-domination. The
function of the archive is to store
record of the non-dominated solutions found 
along the heuristic search process [52]. During 
the implementation of the algorithm a tentative 
set of non-dominated solutions is stored in 
archive which gets iteratively updated every 

Farag et al.; BJAST, 8(1): 80-96, 2015; Article no.

 
89 

 

 
Fig. 8. Reverse sequence mutation 

 
Fig. 9. Centre inverse mutation 

 

Fig. 10. Commination stage 
 

Non-

The algorithm maintains an external archive of 
dominated solutions which gets iteratively 

updated in the presence of new solutions based 
domination. The major 

store a historical 
dominated solutions found 
search process [52]. During 

tation of the algorithm a tentative 
dominated solutions is stored in 

archive which gets iteratively updated every 

generation. Algorithm 1 show the procedure 
(Iterative search procedure) which is used to 
update the archive of non-dominated soluti

[53]. The purpose of the function 

generate a new search point in each iteration 

 

 The function (t)A  updates the old archive set 

  using the contents of (t)p

archive set and determines the update 
archive set. 
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6. EXPERIMENTAL RESULTS 
 
In this section, the proposed approach has been 
applied to multi-objective resource allocation test 
problems taken from the literature [14,38] to 
verify the performance of the proposed algorithm 
and illustrate its ability for solving such problems. 
The test problems have been executed on an 
Intel core I5, 2.6 GHz processor. The proposed 
approach is coded using MATLAB programming 
language. The parameter setting used for all runs 
are depicted in Table 1.  
 

6.1 Test Problem 1 
 
Test problem 1 (taken from [14]) of allocating 6 
workers to a certain set of 4 jobs. Table 2 
provides the expected cost and efficiency. 
 
Tables 3 and 4 present the efficient solution 
obtained by the proposed algorithm at k=4 and 
k=1, respectively. While Table 5 presents the 
results obtained by the effective genetic 
algorithm [14]. Furthermore Fig. 11 shows the 

efficient solution by the proposed algorithm at 
k=4, k=1 and the effective genetic algorithm [14]. 
 
It is clear from previous comparison in test 
problem 1 that the results obtained by the 
proposed algorithm at k=1, k=4 and the results 
obtained by effective genetic algorithm is the 
same values. 
 
Table 1. The proposed algorithm parameters 

 
Parameter Values 

Prolem1 Prolem2 
Population size 
Crossover rate 
Mutation rate 
Iteration 
Number of cluster (k) 

100 
0.65 
0.02 
30 
1&4 

500 
0.95 
0.02 
200 
1&4 

 

6.2 Test Problem 2 
 
Test problem 2 (taken from [38]) of allocating 10 
workers to a certain set of 4 jobs is solved. Table 
6 provides the expected cost and efficiency.

 
Table 2. The expected cost and efficiency of test problem 1 

 
Number of 
worker 

JOB 
1 2 3 4 

Cost      Efficiency Cost Efficiency Cost Efficiency Cost Efficiency 
0 70  0                   90 0 85  0 130 0 
1 60 25 60 20 60  33 115 13 
2 50 42 50 38 50 43 100 24 
3 40 55 40 54 55 47 100 32 
4 40 63 30 65 40 50 90 39 
5 45 69 20 73 30 52 80 45 
6 50 74 25 80 25 53 80 50 
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Tables 7 and 8 presents the efficient solution 
obtained by the proposed algorithm at k=4 and 
k=1, respectively. While Table 9 present the 
results obtained by multistage decision-based 
genetic algorithm [38]. Furthermore Fig. 12 
shows the simulation results of the proposed 
algorithm at different values of k and multistage 
decision-based genetic algorithm.  

 
Table 3. Efficient solution of the proposed 

algorithm at k=4 
 

Efficient solution Overall 
cost 

Overall 
efficiency X1 X2 X3 X4 

1 2 1 2 270 120 
2 2 1 1 275 126 
2 3 1 0 280 129 

 
As shown in Fig. 12 the results obtained by the 
proposed algorithm with k=4 is dominated to the 
most of the results obtained by multistage 
decision-based genetic algorithm. In addition, the 
result obtained by the proposed algorithm with 
clustering technique (i.e. k=4) is dominant to the 

results obtained by the algorithm without 
clustering data (i.e. k=1). So the proposed 
algorithm is more dominant position to be used 
as an explanation to the problems in hand and 
different MORAPs. 
 

Table 4. Efficient solution of the proposed 
algorithm at k=1 

 
Efficient solution Overall 

cost 
Overall 
efficiency X1 X2 X3 X4 

1 2 1 2 270 120 
2 2 1 1 275 126 
2 3 1 0 280 129 

 
Table 5. Efficient solution of the effective 

genetic algorithm approach [14] 
 
Efficient solution Overall 

cost 
Overall 
efficiency X1 X2 X3 X4 

1 2 1 2 270 120 
2 2 1 1 275 126 
2 3 1 0 280 129 

 
 

 
 
Fig. 11. Efficient solution of test problem 1 obtained by the proposed algorithm at k=4, k=1and 

the effective genetic algorithm approach [14] 
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Fig. 12. Simulation results of test problem 2 obtained by the proposed algorithm at k=4, k=1 

and multistage decision-based genetic algorithm [38] 
 

Table 6. The expected cost and efficiency of test problem 2 
 

Number of 
worker 

JOB 
1 2 3 4 

Cost Efficiency Cost Efficiency Cost Efficiency Cost Efficiency 
0 41 0 45 0 36   0 46 0 
1 38 37 54 49 43  45 78 60 
2 46 42 36 55 68 49 88 67 
3 32 50 55 59 56 57 64 72 
4 78 54 87 62 72 64 90 79   
5 76 56 82 67 59 77 80 83 
6 72 58 90 73 32 88 120 88 
7 84 65 132 80 67 92 104 97 
8 80 72 97 87 86 100 96 102 
9 92 80 21 95 188 105 86 110 
10 96 95 134 102 100 110 120 120 

 
Table 7. Efficient solution of the proposed algorithm at k=4 

 
Efficient solution Overall  cost Overall efficiency  

X1 X2 X3 X4 
2 1 6 1 210 239 
3 1 6 0 164 187 
1 1 6 1 202 234 
3 2 2 3 200 226 
3 2 1 0 157 150 
3 2 1 3 175 222 
2 2 6 0 160 185 
0 2 6 0 155 143 
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Table 8. Efficient solution of the proposed algorithm at k=1 
 

Efficient solution Overall  cost Overall efficiency  
X1 X2 X3 X4 
2 3 1 0 190 146 
3 1 1 0 175 144 
3 3 0 1 201 169 
3 3 0 0 169 109 
3 1 1 1 207 204 
3 0 0 0 159 50 
3 3 1 1 208 214 
3 1 0 0 168 99 
3 1 0 1 200 159 
3 0 1 1 198 155 

 
Table 9. Efficient solution of multistage decision-based genetic algorithm [38] 

 
Efficient solution Overall cost Overall efficiency  

X1 X2 X3 X4 
3 2 1 4 201 229 
0 2 6 2 197 210 
3 2 5 0 173 182 
3 1 6 0 164 175 
1 1 6 2 212 241 
1 1 5 3 215 235 
0 1 6 3 191 209 

 

7. CONCLUSION 

 
In this paper, GA based on k-means clustering 
technique is proposed to solve MORAPs. K-
means clustering technique divided population of 
GA into a specific number of subpopulations with 
dynamic size; where different GA operators can 
be applied to subpopulations instead of one GA 
operators applied to the whole population. 
Furthermore, using GA with K-means clustering 
preserve and introduce diversity, and enable the 
algorithm to avoid local minimaby preventing the 
population of chromosomes from becoming too 
similar to each other and to benefit from the 
advantages of both types of algorithms. Two test 
problems taken from the literature are solved to 
verify the performance of the proposed algorithm 
and its capability to solve MORAP. The 
simulation results prove superiority of the 
proposed algorithm to those reported in the 
literature, where it completely better than the 
other approaches. 
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