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Abstract

Stochastic heating has been known to be a powerful ion heating mechanism in the solar wind, atmosphere, and
flares. In this Letter, we show that stochastic ion heating is inherent to transient collisionless magnetic
reconnection. The explanation exploits the connected nature of electron canonical vorticity to show analytically
that the in-plane electric and magnetic fields in a typical reconnection geometry satisfy the condition for stochastic
heating of ions. Electron fluid simulations, test ion simulations, and comparisons to experiments all support the
existence of this mechanism.
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1. Introduction

Magnetic reconnection is believed to be associated with
anomalously strong ion energization and heating commonly
observed in the solar corona, solar flares, and nanoflares (Priest
et al. 1998; Sturrock 1999; Lin et al. 2003; Emslie et al. 2004).
Evidence for anomalous ion energization and heating is
abundant in magnetospheric (Sonnerup et al. 1981; Deng &
Matsumoto 2001), solar (Zhao et al. 2018), and laboratory (Hsu
et al. 2000; Yoo et al. 2013; Chai et al. 2016; Hare et al. 2017)
reconnection situations, suggesting that strong ion energization
and heating is a fundamental property of reconnection. It is
generally agreed that the microphysics underlying reconnection
in these situations is collisionless regardless of the macro-
physics (e.g., turbulence; Lazarian & Vishniac 1999) that
couples to the microscale. Because reconnection is believed to
be collisionless and responsible for anomalous ion energization
and heating, the specific mechanism by which reconnection
causes ion energization and heating is expected to be
collisionless.

Of the mechanisms that have been explored so far, stochastic
ion heating (McChesney et al. 1987) is an enticing candidate
because it is consistent with observed temperature anisotropy
(T⊥>TP) (Li et al. 1998; Cranmer & van Ballegooijen 2003),
strong solar atmosphere electric fields (Zhang & Smartt 1986),
and because many mechanisms can cause stochasticity. For
example, Vranjes & Poedts (2009a, 2009b, 2009c, 2010) have
proposed stochastic heating driven by drift waves to be an
important heating mechanism in the solar corona, while
Chandran et al. (2010), Bourouaine & Chandran (2013),
Chandran et al. (2013), Stasiewicz et al. (2013), and Van Der
Holst et al. (2014) have proposed that stochastic heating driven
by Alfvén waves occurs in both the solar wind and the solar
corona. However, to date stochastic ion heating has not been
considered to be an intrinsic property of collisionless magnetic
reconnection.

We show in this Letter that stochastic ion heating is indeed
intrinsic to transient collisionless magnetic reconnection
because stochastic ion heating will always occur at length
scales smaller than the ion skin depth d ci piw= when there is
a perturbation of a Harris-type magnetic equilibrium (Harris
1962; Birn et al. 2001). Specifically, we show via analytic
methods supplemented by numerical calculations that the in-

plane electric fields near the magnetic separatrix satisfy the
condition for stochastic ion heating. Comparisons to laboratory
experiments support the analytical calculations presented here.
These electric fields have been attributed to ion energization
seen in previous numerical (Drake et al. 2009; Pritchett 2010;
Aunai et al. 2011), observational (Wygant et al. 2005), and
experimental (Stark et al. 2005; Yoo et al. 2013) reconnection
studies, but the specific mechanism linking the fields to the
heating has not been identified.

2. Basic Equations and Setting

Stochastic heating occurs when a particle in a magnetic field
is subject to a time-dependent perpendicular potential gradient
so strong that it causes a breakdown of the guiding-center
approximation (McChesney et al. 1987; Stasiewicz et al. 2000;
Bellan 2008, 2016). The particle then experiences a large
potential difference within an orbital period and its motion
becomes chaotic. When this happens to a large number of
particles, the velocity distribution function broadens and this
broadening is observationally equivalent to heating. The
threshold in Coulomb gauge for ion stochastic heating is
(McChesney et al. 1987; Stasiewicz et al. 2000; Bellan 2016)
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where f is the electrostatic potential, and ̂ is the gradient
perpendicular to B.
Stochastic heating does not require the fields to be

incoherent—it is a mechanism that causes particle trajectories
to become chaotic in coherent fields. Thus stochastic heating
should not be confused with mechanisms where the fields
themselves are stochastic. It should be noted, however, that
there has been extensive work on ion acceleration via stochastic
interaction with magnetic islands (Hoshino 2012; Drake et al.
2013; Zank et al. 2014, 2015; Guo et al. 2015; Le Roux et al.
2015; le Roux et al. 2016). This Letter shows that stochastic ion
heating occurs at a single x-line, but it will also work in the
context of stochastic fields with multiple x-lines if the condition
in Equation (1) remains satisfied.
We begin the analysis by noting that the electric field acting

on the ions can be determined from the two-fluid electron
equation of motion. Using this equation to prescribe the electric
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field is equivalent to invoking the generalized Ohm’s law with
the Hall, electron inertia, and electron pressure terms all
included. The magnitude of the magnetic field far from the
reconnection region is denoted B0 and this defines a reference
electron cyclotron frequency ωce=qeB0/me. On normalizing
length by the electron collisionless skin depth de=c/ωpe, time
by ce

1w -∣ ∣ , magnetic field by B0, density by the background
density n0, electric field by d Be ce 0w∣ ∣ , and pressure by B0

2
0m ,

the two-fluid electron equation of motion can be expressed as
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where barred quantities are dimensionless, and D Dt =¯
ut e¶ ¶ + ¯ ¯ · ¯ is the convective derivative. This normalization

is consistent with Faraday’s law, i.e., E B t ´ = -¶ ¶¯ ¯ ¯ ¯. To
reduce clutter, the bars will be dropped from now on. The
normalized form of Equation (1) becomes
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where ε=me/mi is the electron-to-ion mass ratio.
Taking the curl of Equation (2), assuming a negligible

pressure term by positing either cold electrons or barotropic
pressure, and invoking Faraday’s law, gives the electron
canonical induction equation (Kingsep et al. 1990; Bellan 2000)
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where Q u Be eº  ´ - is the electron canonical vorticity
(Bellan 2000; You 2014). An important consequence of
Equation (4) is that Qe field lines remain connected, whereas
B field lines may reconnect (Biskamp et al. 1997; Cafaro et al.
1998; Yoon & Bellan 2017, 2018). Equivalently, Equation (4)
means that the flux associated with Qe is frozen into the moving
electron fluid even though the flux associated with B is not. As
noted in Yoon & Bellan (2017, 2018), this distinction provides
an extremely useful property for analyzing the internal details
of collisionless magnetic reconnection.

It should be noted that in collisionless situations, pressure
anisotropy is important (Egedal et al. 2013) and will add an
additional term to Equation (4), allowing for the reconnection
of Qe. However, this anisotropy effect will be disregarded in
the present analysis because preliminary simulations that
include this effect show that the resulting reconnection of Qe

is far slower than the reconnection of B. Omitting pressure
anisotropy keeps the analysis simple and enables us to focus on
more dominant effects. Also for simplicity, a zero guide-field
will be assumed, but it will be shown later that the analysis is
valid in the inflow direction up to moderate guide fields and in
the outflow direction up to strong guide fields.

By decomposing the convective derivative using
u u u uu 2e e e e e

2  =  - ´ ´· , Equation (2) may be
expressed in terms of Qe rather than B, i.e.,
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The connected nature of Qe will be now used to simplify
Equation (5) in a way that enables checking whether or not the
condition given by Equation (1) for stochastic ion heating is

satisfied in transient reconnection situations. The cold electron
assumption will be used so that the hydrodynamic pressure
term in Equation (5) may be ignored; justification for this
assumption will be given later.
To validate the predictions of the model presented here,

Equation (4) and other relevant equations have been numeri-
cally solved in the electron-magnetohydrodynamic (EMHD)
regime for a perturbed 2D Harris-type current sheet configura-
tion—details are described in Yoon & Bellan (2017, 2018).
The simulation gives the temporal evolution of ue, Qe, and B
for times from t=0 to t 580 ce

1w= -∣ ∣ in the domain
x y d d, 200, 600 30 , 120e e= =( ) ( ) ( ). The origin is an X-point,
there is inflow in the ±x-directions, outflow in the ±y-
directions, and the system is observed to grow exponentially
(Yoon & Bellan 2017).
Figure 1(a) shows the numerically calculated reconnected in-

plane B field lines (white) and the connected in-plane Qe field
lines (red). The distinction between the reconnection of B and
the non-reconnection of Qe is clearly evident. Specifically,
Bx(x=0) is finite but Qex(x=0)=0, so that B reconnects but
Qe remains connected. The electric field is calculated
numerically using the values of ue and Qe on the right-hand
side (RHS) of Equation (5), and the associated electrostatic
potential (color) is plotted for reference. This calculation is
equivalent to keeping the Hall and the electron inertia
contributions to the electric field ( ue× B and D ue/Dt) in
Equation (2). The potential is saddle shaped with contours
approximately following the B field lines in agreement with
both previous simulations (Karimabadi et al. 2007; Drake et al.
2009; Pritchett 2010) and laboratory experiments (Yoo et al.
2013).
Yoon & Bellan (2017) showed that the nominal growth rate

of this system near the electron diffusion region (EDR) defined
as x de<∣ ∣ can be expressed in terms of gradients of
components of the electron flow. It is seen from the definition
of Qe that Q 0e =· and it is also seen that

u J B 0e ~  ~   ´ =· · · . Using these properties
and Q x 0 0ex = =( ) , expansion of the y-component of
Equation (4) gives an exponentially growing solution for Qey

with a growth rate (Yoon & Bellan 2017, Section IIIB)

t
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The growth rate is always positive because
u y B x yey z

2¶ ¶ ¶ ¶ ¶ and the quadrupole out-of-plane Hall
magnetic field has the dependence B xyz ~ in the EDR (Yoon
& Bellan 2017). This growth rate will be used to rewrite the

u te¶ ¶ term in Equation (5).

3. Stochastic Heating Condition Analysis

We first consider the inflow (i.e., flow on y= 0, black dashed
line in Figure 1(a)). The B field is in the y-direction here, so the
perpendicular electric field relevant to stochastic heating is Ex.
Although Ez is also perpendicular to By, we need not consider
Ez for the purposes of analyzing stochastic heating because

z 0¶ ¶ = in 2D, so Ez is irrelevant to Equation (1). Using the
cold electron assumption (to be justified later), the x-component
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of Equation (5) becomes
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On invoking Equation (6), the first term on the RHS of
Equation (7) is u t u u x u x2ex ex ex ex

2-¶ ¶ ¶ ¶ = ¶ ¶ ( ) . The
second term disappears because u y Q y0 0 0ey ez= = = =( ) ( )
due to the antisymmetry of the outflow and the quadrupole
nature (Yoon & Bellan 2018) of the out-of-plane Qe fields. On
expanding the third term using Q u x Bey ez y= -¶ ¶ - and the
fourth term using u u ue ex ez

2 2 2= + at y=0, Equation (7)
simplifies to

E u B 8x ez y= ( )
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In the last line, we have used u Be - ´ so
u B y B xez x y= ¶ ¶ - ¶ ¶ and B x B yy x¶ ¶ ¶ ¶ in the
EDR; these assumptions are true because By>Bx and also

x y¶ ¶ ¶ ¶ . Therefore, B 2y
2 acts as an effective electro-

static potential in the x-direction (this is equivalent to Equation
(3) in Li & Horiuchi 2008). This conclusion regarding the
effective potential is shown graphically in Figure 1(b), where

E dxxò- and u B dxez yò- are compared with B 2y
2 , calculated

from the simulation. Outside of the EDR B x 0y¶ ¶ ⟶ , so the
approximation fails, but for the purposes of analyzing the slope
of the potential valley into which the ions fall (ion inflow
directions represented by the green arrows) and thus for the
purpose of investigating the existence of stochastic heating,
B 2y

2 remains a good approximation for the electrostatic

potential. The integration constant was set so that the three
functions coincide at x=0 in Figure 1(b).
Equation (3), the condition for ion stochasticity in the inflow

direction, can thus be written as
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Using B x B x Ly x0( ) for x<Lx and d de i
2 2e = ,

Equation (10) in dimensioned quantities becomes x di
2 2< . A

sufficient condition to satisfy x di
2 2< while x<Lx is

L d . 11x i
2 2< ( )

Therefore, at sub-ion-skin-depth length scales, at which
collisionless reconnection occurs, the condition for stochastic
heating in the inflow direction is satisfied.
The cold electron assumption in the inflow direction and thus

the validity of Equation (9) will now be justified. Equation (9)
can be obtained directly from Harris’s exact kinetic current
sheet solution (Harris 1962) derived in a frame moving at
V u u 2,i e= +( ) i.e., at the average of the electron and ion
mean velocities and recalling that Harris showed that the
electrostatic potential is exactly zero in this frame. Taylor
expanding for small x the magnetic field BHarris given by
Equation (20) in Harris (1962), Lorentz transforming back to
the lab frame so that Elab= V× BHarris, and integrating to
find the lab-frame electrostatic potential yields Equation (9)
here. Also, numerical (Li & Horiuchi 2008) and experimental
(Yoo et al. 2013) studies show that the magnetic force on the
electron fluid is balanced by the electric field corresponding to
Equation (8) and thus Equation (9).
We now consider the outflow (flow along the x= 0 line,

magenta dashed line in Figure 1(a)). Because the magnitude of
B is very small on this line, the cold electron assumption in
principle cannot be used. However, it will be shown later that
including the electron pressure term has little effect on the
stochasticity condition, so for now electrons will be assumed
cold. Along the outflow (i.e., on the y-axis, x= 0), the magnetic
field is in the x-direction, so the perpendicular electric field
relevant to stochastic heating is Ey. The magnetic field
component Bx at x=0 has small amplitude and its being
finite is what constitutes the reconnection. Ez again plays no
role in Equation (1) because ∂/∂z=0. The y-component of
Equation (5) with the cold electron assumption invoked is
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Using Equation (6), the first term on the RHS of Equation (12)
is u t u u y u y2ey ey ey ey

2-¶ ¶ - ¶ ¶ = -¶ ¶ ( ) . The second
term disappears because Q x 0 0ex = =( ) as Qe does not
reconnect. The third term disappears because of the anti-
symmetry of uex and the quadrupole nature of Qez.
Equation (12) now simplifies to
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Thus, u u 2ey e
2 2+( ) acts as an effective potential in the y-

direction. A comparison between E dxyò- and u u 2ey e
2 2+( )

along x=0 shows that the latter is a good approximation, as

Figure 1. (a) Reconnected in-plane B field lines (white) and connected in-plane
Qe field lines (red) in the reconnection geometry. The effective potential (color)
was calculated from the cold version of Equation (5). The inflows and outflows
are, respectively, in the ±x- and ±y-directions. The x-axis and the y-axis have
different scales to show the field lines more evidently. (b) Comparison of B 2y

2

with E dxxò- and u B dxez yò- along the black dotted line in (a). (c)
Comparison of u u 2ey e

2 2+( ) with E dyyò- along the magenta line in (a).
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shown in Figure 1(c). The potential forms a hill off of which
the ions fall downward (ion outflow directions represented by
green arrows). The integration constant was set in Figure 1(c)
so that the two functions coincide at y=0. The normalized
stochasticity condition Equation (3) in the outflow direction is

B y
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Here the connected nature of Qe gives Q x 0ex = =( )
u y B u L B 0ez x ez y x¶ ¶ - - = , so using y L1 y¶ ¶ ~ =

B ux ez on Equation (14) gives
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However, u u u 1ey e ez
2 2 2 +( ) as u u ue ey ez

2 2 2= + , so
Equation (15) reduces to

m

m
1, 16i

e
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which is of course satisfied. Consequently, the stochasticity
condition in the outflow direction is always satisfied by a wide
margin.

The cold electron assumption in the outflow direction will
now be justified. Recalling that p n k T Be e B e 0

2
0m=¯ ( ) gives

p n v 2e e Te
2=¯ ¯ ¯ where v k T m d2Te B e e e ce

2 2w=¯ ( ) ( ∣ ∣) . Dropping
bars, the pressure term in Equation (5) becomes
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n2
Te e

e

2  term was

dropped by invoking the quasi-neutrality condition; because
the normalized Poisson’s equation gives E =·

n nc

v e 0
Ae

2

2- -( ) where v B m nAe e e
2 2

0m= is the electron Alfvén

velocity, taking the gradient of both sides and requiring E ·
to be small by quasi-neutrality yields n v ce Ae

2 2  . Using
this new pressure term in Equation (5) and applying the same
reasoning used to derive Equation (13), Ey approximates to
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Equation (17) implies that if there is electron heating in the
exhaust region, the potential becomes flatter and thus less
conducive to stochastic heating. This is not a problem in guide-
field reconnection in which electron heating is localized near
the EDR (Tanabe et al. 2015). For zero guide-field reconnec-
tion, however, if the exhaust region (finite y) is hotter than the
EDR (y≈0; Yamada et al. 2014), the potential is a well
centered around y=0, which is not conducive to stochastic
heating. Nevertheless, temperature effects do not negate the
stochastic condition being satisfied for the following reasons.

Consider the worst-case scenario where the outflow becomes
completely thermalized, i.e., u v const.ey Te

2 2+ = In this case,
only ue

2 is left in Equation (17) so Equation (15) becomes

1,u

u
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2
e

ez

2

2 >
e( ) which is always satisfied because u ue ez

2 2 .

Furthermore, previous studies are consistent with the cold
electron assumption. Several numerical studies (Karimabadi
et al. 2007; Pritchett 2010) have shown that e TeF∣ ∣—which
corresponds to u ve Te

2 2~ —increases to be 10∼20 inside of the

saddle potential, which means that the electron flow is cold and
laminar. A previous experimental study (Yoo et al. 2013)
measured the plasma potential including electron temperature
effects and showed that the potential is a hill in the y-direction
with the peak at y=0, confirming the shape given in
Figure 1(c).
In the presence of a guide-field Bz0, the denominator of

Equation (10) changes from By
2 to B By z

2
0
2 +( ). Thus in the

inflow direction, the stochastic heating mechanism is valid up
to guide-field strengths that are comparable to the shear field
strength. In the outflow direction, the denominator of
Equation (14) changes to B Bx z

2
0
2 +( ), so the stochastic

condition becomes 1m

m

B
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2
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. Because Bx∣ ∣ increases as

reconnection proceeds and becomes of the same order as shear
magnetic field By∣ ∣, the mechanism is valid in the outflow

direction for strong guide fields up to
B

B
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e
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The fact that Equations (11) and (16) do not depend on the
magnetic field signifies that stochastic heating is intrinsic to
collisionless reconnection. f in Equation (3) has a dependence
on B in such a way that this dependence cancels out B in the
denominator. Thus, Equation (3) is always met given that the
assumptions in the present analysis are met as well.

4. Test Particle Simulation

In order to verify ion stochastic heating, 6000 test ion
particle trajectories were simulated using an implicit particle
integrator (Birdsall & Langdon 2004). The trajectories were
calculated for both stationary and growing electric fields.
These two cases should give, respectively, ordered and
stochastic ion motions. The particles were started at rest from
a rectangular grid (x, y)=(0, 0)—(4.5, 0.4)de, spaced by

x y d, 0.015, 0.02 eD D =( ) ( ) . Such a small spatial separation
was chosen because stochasticity is defined by particles’ having
disparate trajectories with slightly different initial conditions.
The results presented in Figure 2 are based on a mass ratio
mi/me=10. While this mass ratio is small, the purpose of the
simulation is to reveal the distinction between coherent and
stochastic situations. Simulations with higher mass ratios (20,
50, 100) have also been conducted and exhibit similar
qualitative behavior; mass and time scalings are subject to
future investigations.
The growing electric field was the time-dependent numerically

calculated field, and the stationary electric field was chosen to
have the value of the time-dependent field at t 5 ce

1w= -∣ ∣ . A
small value for this reference time was chosen because the
particles were started at rest from different positions. This means
that they all have different starting energies, so a small potential
was chosen to keep the ions initially cold in order to explicitly
show the thermal energy gain due to stochastic heating.
Coherence was not destroyed by choosing the electric field at a
later time. The focus will be on the outflow direction because
Equation (16) is met by a large margin so the stochastic evolution
in this direction is more evident.
Figure 2(a) shows 10 selected ion trajectories (red) in the

stationary electric field case, and Figure 2(e) shows the
stochastic counterpart. The effective potential at (a)
t 5 ce

1w= -∣ ∣ and (e) 580 ce
1w -∣ ∣ is plotted (color) for reference.

The ions have Speiser-type orbits, consistent with previous
numerical studies (Drake et al. 2009; Aunai et al. 2011). In the
stationary electric field case (i.e., Figure 2(a)), the trajectories
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show a coherent motion. In the growing electric field case (i.e.,
Figure 2(e)), the trajectories clearly diverge and undergo phase
mixing, the signature of stochastic motion. Stochasticity is
further demonstrated by the central trajectory (white), which
starts at x=0 in both situations and which, in principle, should
have no motion in the x-direction. While the central trajectory
in Figure 2(a) (stationary electric field) is a straight, stable
outflow, the trajectory in Figure 2(e) (growing electric field)
becomes unstable indicating stochasticity, where the seed for
the instability is the ever-present small numerical error.

Examination of the ion phase space indicates chaotic motion.
Figure 2(b) shows the positions in y phase space of all ions at
t 580 ce

1w= -∣ ∣ for the stationary electric field case, and
Figure 2(f) shows the counterpart in the growing electric field
case. Figures 2(c) and (g) show zoomed-in versions of
Figures 2(b) and (f), respectively. The upper plots (stationary
electric field) clearly show a periodic order, whereas the lower
plots (growing electric field) exhibit unpredictability and chaos.

The two red dots in Figure 2(b) (which look like one dot due
to their proximity) represent the phase space positions of two
selected particles that started with the minimal separation of

d0.015 e for the stationary electric field case, and those in
Figure 2(f) represent their stochastic counterpart (growing
electric field). The time-dependent 3D separation distance is
plotted in Figure 2(d) as blue (ordered) and red (stochastic). It
can be seen in both phase and physical space that the two
particles in the stochastic case separate from one another
exponentially, a behavior that is the characteristic of chaotic
motion and in accordance with the concept of Lyapunov
exponents (Lyapunov 1992).

The stochasticity results in an effective heating. Figure 2(h)
shows for ordered (blue) and stochastic (red) ions the
distribution of the squared deviation of the ion outflow velocity

y 2D∣ ˙∣ , a proxy for thermal energy. Significant heating is clearly
seen for the stochastic case. The distribution is non-
Maxwellian, however, because collisions are not included.

In reality, the ions start with an initial temperature. Another
simulation was conducted where the ions start with a thermal
velocity of 0.01 de cew∣ ∣, and the results are shown in Figure 3.
The phase space as shown in Figure 3(b) is much broader than
that in Figure 3(a). The separation between the two red dots is
again much larger in Figure 3(b) than in Figure 3(a). The
thermal spread can be seen explicitly in Figure 3(d) in contrast
to Figure 3(c). Also, in comparison with Figures 2(b) and (f), it
can be seen that an initial temperature makes the ions spatially
travel farther and faster.
It should be said that the purpose of this test particle

simulation is to explicitly show the contrast between coherent
and stochastic ion motion, and the results presented here reflect
the initial stage of stochastic evolution. A temporal limitation
exists due to the timescale separation between the ions and
electrons, so the simulation must be halted before the ions are
exhausted from the reconnection region. This also means that
the ions have yet to gain all of the available energy from this
mechanism.

5. Discussion

An order-of-magnitude estimate for the heating rate and
strength in a reconnection situation will be given as follows. A
proxy for the exponential heating rate from this mechanism in a
reconnection situation is its Lyapunov exponent, which is

E
q E

m a
i

i
g = , where a is the length scale of the electric field E

(Bellan 2016). Here, q E

m a

q B

m

B

B

m E

q B a
i

i

i

i

i

i

0

0
2= ^

^
and noting that the

quantity inside the square root is equivalent to the left-hand
side (LHS) of the stochastic heating criterion (Equation (1)),

ci
B

B

d

L
i

x0
g w» ^ for the inflow and ci

B

B

m

m
i

e0
w» ^ for the outflow.

Assuming B B0^ and L dx i , the theoretical heating rate γ is
in the range ci ci cew g w w< < . This is much faster than the

Figure 2. (a) 10 coherent ion trajectories undergoing Speiser-like orbits, and (e) their stochastic counterparts. (b) Positions in y phase space of all 6000 ions at
t 580 ce

1w= -∣ ∣ , and (f) their stochastic counterparts. (c), (g) Zoom-ins of (b) and (f), respectively. (d) Time-dependent 3D separation distances between two selected
particles with the minimum initial separation distance, d0.015 e, under the stationary electric field (blue line; particles are red dots in (b)) and the growing electric field
(red line; particles are red dots in (f)). (h) Distribution of y 2D∣ ˙∣ for the coherent case (blue) and the stochastic case (red).
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MHD timescale governing the macrophysics of the solar
environment.

As noted in Sanders et al. (1998), the maximally achieved
ion thermal velocity due to stochastic heating is
v a 1.9T ciw a= +( ), where α is the LHS of Equation (1) and
thus satisfies α>1. Using a di , the upper bound on the
local beta is βlocal=vT/vA=α+1.9, at a timescale faster
than the ion cyclotron frequency. As the reconnected magnetic
field magnitude is less than that of the upstream field, the global
beta may still stay sub-unity. A more detailed analysis on the
heating amount is subject to future investigations.

Our results are consistent with a recent particle-in-cell
calculation of ion temperature profile in collisionless reconnection.
Haggerty et al. (2015, their Figure 2) showed a sharp ion
temperature increase across the magnetic separatrix where the
potential drop occurs, and a further increase in the ion outflow jet.
This is congruous with the fact that the inflow condition
(Equation (11)) is marginally satisfied and the outflow condition
(Equation (16)) is satisfied by a wide margin; therefore, the
temperature increase is more dramatic along the outflow.

The claim that Equation (1) is satisfied in collisionless
reconnection is also supported by experimental observations. In
the Magnetic Reconnection eXperiment (MRX; Yamada et al.
2014), the measured in-plane electric field was 700 V m 1- with
a 1 cm length scale. Using the upstream magnetic field
B0=0.1 kG, Equation (1) becomes 14.6 1 and so the
condition for ion stochastic heating is satisfied by a wide
margin. The condition was also met in the spontaneous
collisionless reconnection event in the Caltech MHD-driven
jet experiment (Chai et al. 2016).

The calculated heating rate also agrees with experiments.
Defining γobs to be the inverse e-folding timescale of the
ion temperature based on experimental observations, γobs≈
105 s−1 for MRX (Yamada et al. 2014) and γobs≈106 s−1 for
the Caltech jet experiment (Chai et al. 2016). Calculation of γ
range for both experiments gives γ≈1–30×106 s−1 for the
former and γ≈1–100×106 s−1 for the latter. Therefore,

stochastic ion heating is fast enough to account for the
observations in both experiments.

6. Conclusion

It has been shown that ion stochastic heating, which had
already been established as an important heating mechanism in
the solar wind, atmosphere, and flares, is also inherent to
transient collisionless magnetic reconnection. The connected
nature of electron canonical vorticity has been exploited to
show that the electric fields near the magnetic separatrix satisfy
the stochastic heating criterion. The approximations for the
electric field were verified by an electron fluid simulation, and
ion stochasticity was demonstrated by test particle simulations.
Comparisons to laboratory reconnection experiments also
support the existence of this mechanism.

This material is based upon work supported by the U.S.
Department of Energy Office of Science, Office of Fusion
Energy Sciences under award No. DE-FG02-04ER54755 and
by the Air Force Office of Scientific Research under award No.
FA9550-17-1-0023.
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